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Abstract
During the last few years, there has been increasing attention paid to seri-
ous games (SGs), which are games used for non-entertainment purposes. SGs
offer the potential for more valid and reliable assessments compared to tradi-
tional methods such as paper-and-pencil tests. However, the incorporation of
assessment features into SGs is still in its early stages, requiring specific design
efforts for each game and adding significant time to the design of Game-based
Assessments (GBAs). In this research, we present a completely novel frame-
work that aims to perform interoperable GBAs by: (a) integrating a common
GBA ontology model to process RDF data; (b) developing in-game metrics to
infer useful information and assess learners; (c) integrating a service API to pro-
vide an easy way to interact with the framework. We then validate our approach
through performance evaluation and two use cases, demonstrating its effective-
ness in real-world scenarios with large-scale datasets. Our results show that
the developed framework achieves excellent performance, replicating metrics
from previous literature. We anticipate that our work will help alleviate current
limitations in the field and facilitate the deployment of GBAs as a Service.
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1 INTRODUCTION

Video games have assumed an essential place in our lives, evolving into complex and diverse platforms that are enjoyed
by people of all ages and backgrounds.1,2 This has generated increasing interest in using games in various settings during
the last decade.3 The application of games with a non-entertainment primary purpose, known as serious games (SGs),
can provide multiple benefits in environments where games were not traditionally used.4 Education is one such domain,
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where traditional content still constitute the majority of learning materials, and there is little consensus on how to effec-
tively integrate technology in the classrooms.5 However, SGs are also used in many other domains,6 including training,
well-being, advertisement, and interpersonal communication, among others. SGs are also being explored as assessment
tools, in particular for their potential to provide more valid assessments compared to traditional assessment approaches,
providing more meaningful and authentic contexts for assessments through interactive and immersive environments.7 In
the context of Game-based Assessment (GBA), a key challenge is making valid inferences about what the student knows,
believes, and can do without disrupting the game flow.8

Furthermore, GBA machinery, which includes metrics, dashboards, and other analytics,9,10 is usually designed for
each game, leading to increased costs, time, and effort. This development also requires the maintenance of a complete
infrastructure, requiring dedicated engineers to address these tasks. Semantic web technologies, and particularly ontolo-
gies, can address these heterogeneity problems. Ontologies capture domain-specific knowledge and offer an explicit
common conceptualization.11 Nowadays, ontologies are used in various application areas involving artificial intelligence,
natural language processing, data integration, and knowledge management.12 Using ontologies to define a standard
knowledge model in the context of Game-based Assessments (GBAs) could alleviate the time-consuming and costly step
of creating GBAs.13

The growing use of GBAs has led to the creation of large data repositories, presenting new assessment opportuni-
ties.14,15 A game (educational or not) can generate vast amounts of interaction data, even in a short game-play session.
Data mining and visualization techniques applied to player interaction logs can provide valuable insights into how play-
ers engage with the game, leading to improvements in assessment methods and real-time feedback on activity progress.16

However, data processing usually shows performance deficiencies when the dataset exceeds the memory size of a single
machine, and distributed computing frameworks can be employed to address this limitation.17,18 Developing an efficient
system capable of processing large amounts of data and performing interoperable GBAs could significantly simplify the
design process. In addition, utilizing this system as an external service could reduce costs and efforts, enabling the use of
GBAs as a Service (GBAaaS).

In this research, we present a novel approach that combines the use of ontologies with big data technologies to create
interoperable GBAs. To address the challenge of game interoperability and specific assessment machinery, we have devel-
oped a new framework that automatically computes in-game metrics using the provided data and the standard ontology
model, where we re-use the existing Scalable Semantic Analytics Stack (SANSA).19 Additionally, to solve the infrastruc-
ture development and maintenance issues, we integrate a service API into our framework, allowing it to function an
external service and enabling the GBAaaS paradigm. Specifically, in this research, we present the following contributions:

• Framework development. Using SANSA-Stack as a baseline, we develop a framework that integrates our created
GBA ontology using big data technologies. This facilitates game interoperability and enables the GBAaaS paradigm.
The main novel features of our framework are:

- Ontology integration. Our framework integrates the previously designed ontology into the SANSA framework to
process large resource description framework (RDF) data.

- In-game metric development. We develop and integrate a set of basic GBA metrics from the literature into the
framework, enabling interoperable learners’ assessment using RDF data. These metrics are also used to test the
framework’s performance when querying large datasets.

- Service API integration. We develop and integrate a REST API into our ecosystem, providing an easy way to
interact with the framework and allowing the use of our framework as an input/output service (GBAaaS).

• Framework evaluation. We have conducted a performance evaluation and a case study validation:

- Performance evaluation. This involves two tasks aiming to validate our framework’s input services: (1) data scal-
ability, testing how our framework scales to larger datasets and what the improvement is concerning the number of
workers in the cluster mode; and (2) flexibility, testing how the framework processes different metrics.

- Case study validation. We present a case study with two use cases to demonstrate how our framework can be used
as GBAaaS in various real applications of GBA in educational environments.

The rest of the article is structured as follows: Section 2 reviews background literature on SGs, GBA, and the use of
ontologies in big data environments. Section 3 presents the framework proposal and the case studies performed to test
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its performance and capabilities. Then, we finalize the article with a discussion in Section 5, and conclusions and future
work in Section 6.

2 RELATED WORK

In this section, we present a review of the literature in the areas most closely related to our work: in Section 2.1, we review
literature related to SGs and GBA, and Section 2.2 reviews the literature related to ontologies and their use in big data
environments.

2.1 Serious games and game-based assessment

The idea of playing a game dates to the ancient past and is considered an integral part of all societies.6 In addition to
the previously mentioned benefits, it is argued that SGs can also positively impact the players’ development of several
different skills.20 SGs are currently being used in several contexts. For example, using games for formal education has
become widely accepted as playing games has become an essential part of young people’s lives worldwide.21 Additionally,
there is also an increasing interest in how games can be effectively applied in learning and training contexts, as well as
in other areas such as healthcare,22 rehabilitation,23 and military training.24 For instance, Albaladejo et al.25 presented a
multimodal system that could be used to improve cyberdefense capabilities by utilizing gamified platforms for training
and testing individuals and organizations in cybersecurity practices and techniques.

However, SGs must be able to show that the necessary learning has occurred. An advantage of SGs as assess-
ment tools is that they can be programmed to capture, store, and share massive amounts of user data over time.7
This data can be used to perform reliable assessments and manifest this learning, enabling GBA. A common approach
to perform this assessment is to use a set of metrics (or indicators) that transform raw data into meaningful infor-
mation. For example, the authors in Reference 26 proposed a multidimensional measurement of engagement in a
learning game (“The Radix Endeavor”) across four dimensions: general activity, social, exploration, and quests. Sim-
ilarly, researchers in Reference 27 explored the creation of engagement profiles based on log data, considering the
different ways players engage with the game and highlighting patterns associated with active play. Many other studies
have conducted research aiming to assess users’ interaction with games, measuring factors such as persistence,28-30 dif-
ficulty,31,32 and level completion,10,33 among other measures. Furthermore, we found examples of metrics developed in
non-educational contexts. Authors in Reference 34 developed a GBA using multi-level functional tasks to assess instru-
mental activities of daily living in a sample of inpatients with chronic schizophrenia, measuring completion times and
errors in each task. Furthermore, Jackson et al.35 assessed a sample of 67 Reserve Officers’ Training Corps (military
sample) using the commercial game “Crysis 2,”36 which simulates key features involved in combat situations. In this
research, authors measured tasks such as the number of eliminations, shots accuracy, or damage per bullet, among
others.

As we have seen, many SGs track their learners’ interactions, but they usually use custom formats.37 However, there
are enough case studies that identify common interactions tracked by SGs to start defining a standardized model. Previous
studies have proposed approaches to standardize analytics in games. For example, Serrano et al.37 presented xAPI, an
implementation of a standard model that sets a basis for performing analysis in SGs methodologically. Moreover, Said
et al.38 proposed an ontology to model player experience and its association with in-game personalization, also defining
a set of reasoning rules to suggest tailored games for each player’s assessment path and player experience. Authors in
Reference 39 proposed an ontology that allows the description and representation of SGs that use resources from the Web
of Data, introducing concepts such as “game structure,” “game simulation,” or “game rule.” However, we did not find
any study attempting to standardize the GBA area to build interoperable assessments.

In this research, we go beyond the existing literature by attempting to standardize the GBA area through the definition
of a common knowledge model. With this purpose in mind, we combine ontologies, big data technologies, metrics, and
API services to create a novel framework capable of analyzing and inferring new knowledge using data from different
games. This information is analyzed and transformed using interoperable metrics, which are available for consultation
in various output formats. Finally, the API service has been defined and integrated to facilitate interaction with our
framework by different sources.
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2.2 Ontologies and big data architectures

Over the last 15 years, ontology-based applications have been spreading and maturing. One can now find ontology-based
applications in diverse areas, including customer support and car engineering.40 For instance, researchers in Reference
41 designed and developed an integrated ontology of software engineering approaches to support sustainable software
development knowledge, awareness, and implementation. Furthermore, in Reference 42, authors conducted an analysis
that explained a detailed approach to building an ontology that can be used across different e-learning platforms. Addi-
tionally, as we have seen in the previous section, several studies37-39,43 presented ontologies in different SGs applications
(e.g., collaborative learning, Web Data technologies). However, little research has been conducted in the direction on
ontology development for GBA. To the best of our knowledge, no ontology has been proposed specifically for the GBA
area, except for the one we presented in our previous research.44 This ontology is part of the framework and acts as the
intermediate semantic layer in this research.

Several tools for managing ontology and ontology-based data are available, such as Protégé. Previous research includes
studies and frameworks that dealt with ontology-based data. Botoeva et al.45 generalized ontology-based data access
(OBDA) to allow querying arbitrary data sources using SparQL and compared implementing an OBDA system over
MongoDB with a triple store. Moreover, authors in Reference 46 presented Minerva, a storage and inference system for
large-scale OWL ontologies on top of relational databases. Minerva comprises four different modules: an import module
for reading ontology data, an inference module, a storage module for storing original and inferred assertions, and a query
module that uses SparQL.

However, storing ontology data in the computer’s main memory is a problem for applications that manipulate a large
amount of ontology-based data.47 In recent years, several studies have proposed new approaches that use big data tech-
nologies to manage ontology-based data. For example, Abbes and Gargouri48 proposed an approach based on MongoDB
and modular ontologies. They made it possible by wrapping data sources to MongoDB databases, generating local ontolo-
gies, and finally composing the local ontologies to get a global one. Mountasser et al.49 presented a semantic-based big data
integration framework that relies on large-scale ontology matching and probabilistic-logical-based assessment strategies;
they proved its efficiency in terms of accuracy, performance, and scalability. Moreover, Reyes-Álvarez et al.50 presented
a novel approach that enables the distributed storage of ontology-based data by exploiting the inherent distribution of
NoSQL database nodes. Finally, authors in Reference 19 presented SANSA, a big data engine for scalable processing of
large-scale RDF data using Spark and Flink. In our research, we use SANSA as a base for our framework. In particular, we
take advantage of various SANSA functionalities, such as the “Read/Write RDF library,” and the “inference library.” Fur-
thermore, we enhance SANSA’s functionalities by adding custom rules and queries to infer new knowledge from existing
data, support for various output formats, and a service API.

3 FRAMEWORK PROPOSAL

3.1 Framework requirements

Classic assessment has evolved over the past several years from traditional pen and paper-based tests to the use of technol-
ogy, such as games, and continues to evolve.51 However, implementing assessment features into games is only in its early
stages because it adds a time-consuming step to the design process.13 This is due to heterogeneity issues since assessment
mechanisms are usually explicitly designed for each game. Moreover, with the challenges brought on by GBAs, including
data analytics, the large amount of data now available for teachers is far too complex for conventional database software
to store, manage, and process.52 Finally, integrating GBAs in different environments generates a diverse range of data
from various sources,37 emphasizing the need for a unified and secure way to access GBA data. Therefore, we identified
the following requirements:

Requirement 1—Semantic layer between the event data and a common knowledge model: As previous liter-
ature reported,11,53,54 there are heterogeneity issues with the collected data. In fact, most previous studies did not report
any specific format for the collected data. Therefore, we need to define a standard knowledge model that unifies the GBA
area and can represent the necessary information for user assessment.

Requirement 2—Processing of large scale data: User interaction with games generate massive amounts of data
to be analyzed. Although the authors in Reference 53 reported relatively low sample sizes in the studies, Gomez et al.55

stated that GBA research would benefit from using larger datasets since nearly half of the studies in their review described
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limitations in data sampling. Thus, it is important to use larger data samples, and we need to be prepared to process large
quantities of data to extract useful and reliable information from them.

Requirement 3—Game interoperability for GBA metrics and visualizations: GBA studies previously conducted
normally used ad-hoc solutions that enable data gathering to perform some assessment based on users’ data. In addi-
tion, some studies also enabled visualization dashboards for instructors and users.10 These solutions had to be developed
specifically for each game, severely limiting reusability. Therefore, to scale up the number of GBA implementations, we
need to provide new interoperable approaches that can reduce the effort required to build new GBAs, using scalable and
interoperable modules that can easily be added and reconfigured.

Requirement 4—Easy communication with external sources: Due to the integration of GBAs in different envi-
ronments, numerous data sources can hold valuable information to assess user interactions with games. Since many
different sources could use this computed information, we need to enable the system to be used as an input/output ser-
vice to deposit data from different sources or query the interoperable assessments generated. This need could be met by
integrating an API that can be used across applications, allowing the use of GBAaaS.

Requirement 5—Privacy, authentication, and authorization configurations: Users’ privacy in web services
is essential to address. GBA data contains valuable but also sensitive information, and sharing or analyzing these data
introduces privacy risks for the data subjects, primarily students.56 Among the many methods proposed in the litera-
ture, role-based access control (RBAC) has been widely accepted as the most promising model because of its simplicity,
flexibility in capturing dynamic requirements, and support for the principle of least privilege and efficient privilege man-
agement.57 Therefore, we need to provide a system with different roles and permissions to ensure that only the appropriate
users can access specific analyses and data.

3.2 Architecture

In this section, we describe each module of the framework’s architecture, which can be seen in Figure 1. We divide our
framework into five different modules: (1) Preprocessing module, (2) analytics, inference, and querying module, (3) metric
output module, (4) authentication and authorization module, and (5) API module. As we can see, the first module aims
to transform the raw data (CSV, TSV, JSON… ) into RDF/XML files by using an ontology model. In the next step, we use
the SANSA framework to process the ontology data, infer new information, and perform queries over the inferred data. In
the metric output module, we aim to provide different output formats for the query results. Then, the authentication and
authorization module manage the different roles and authorizations in the system, ensuring that clients making requests
through our API module are correctly logged in and have the necessary permissions. Finally, the API module aims to
facilitate easy integration with external sources by generating a web service that can be used across different applications.

3.2.1 Preprocessing

The first step is to transform the raw data, which can be received in multiple formats (e.g., CSV, TSV, JSON), into a format
understandable by the common knowledge model. In this research, we use the “GBA ontology,” a previously developed
ontology used as an intermediate knowledge model between the raw data and the metrics outputted by the framework.
Since there was no existing ontology that met our requirements and could be expanded, the “GBA ontology” was built
from scratch using methontology.58 Methontology is a structured method designed to build ontologies from scratch or by
re-engineering existing ones.

Our ontology aims to satisfy R1, creating an intermediate layer to transform log data (produced by users’ interaction
with games) into ontology data. This new format is used to analyze and infer new information for assessing users. The
ontology includes core concepts required for user assessment given any data set, such as “game event,” “attempt,” “unit
of play” (which is equivalent to a level), “user,” or “user group.” An overview of the ontology (including classes and
relationships between them) can be seen in Figure 2. The reader can view the full ontology using the Web-Protégé web
page link or the source file, both available in Reference 59. In addition, the full development process and a more detailed
view of the ontology can be found in Reference 44.

Using this model, the raw data is transformed into ontology classes, annotations, and relationships that contain the
same information. This information is stored using RDF/XML format. The Extensible Markup Language (XML) has
become widely adopted, along with transformation languages like XSLT and XQuery, to translate data from one XML
format into another.60 However, RDF has become another popular data representation and exchange standard. It is a
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F I G U R E 1 Framework’s architecture.

general-purpose language for representing data and metadata on the web and is supported by its own query language,
SparQL, which enables the extraction and transformation of RDF data. RDF has an XML syntax called RDF/XML, where
the formal grammar for the syntax is annotated with actions generating triples of the RDF graph.61

3.2.2 Analytics, inference, and querying

Once the data is stored in RDF/XML format, the next step is to process this data and infer new information. To fulfill R2
and R3, we have decided to use the SANSA framework as the basis for performing our analyses. SANSA is an open-source
structured data processing engine that enables distributed computation over large-scale RDF datasets. It provides data
distribution, scalability, and fault tolerance for manipulating large RDF datasets. SANSA facilitates scalable analytics on
the data by utilizing cluster-based big data processing engines, with Spark being the specific engine we employ.19 An
overview of SANSA architecture is shown in Figure 3. Specifically, SANSA includes:

• Specialized serialization mechanisms and partitioning schemas for RDF, using vertical partitioning strategies.
• A scalable query engine for large RDF datasets and different distributed representation formats for RDF.
• An adaptive reasoning engine that derives an efficient execution and evaluation plan from a given set of inference rules.
• Several distributed structured machine learning (ML) algorithms can be applied to large-scale RDF data.
• A framework with a unified API that aims to combine distributed in-memory computation technology with semantic

technologies.
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F I G U R E 2 An overview of GBA ontology classes and relationships visualized via Protégé Ontograf.
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F I G U R E 3 SANSA framework architecture.

In our framework, we leverage several SANSA’s functionalities. We use the “Read/Write RDF library” to read the RDF
data obtained from the raw data. This library allows us to read the RDF data from HDFS or the local drive file in the form
of triples, and represent it in Spark’s native distributed data structure, RDDs (resilient distributed datasets). To infer new
information from the existing triples, we use an extended version of the “inference library” provided by SANSA. This
library supports Jena and Web Ontology Language (OWL) API interfaces for processing RDF and OWL data, respectively.
As both RDF and OWL contain schema information and links between different resources, applying rules enables us to
infer new knowledge and expand upon the existing one. SANSA provides an adaptive rule engine that can utilize a given
set of rules and derive an efficient execution plan. Finally, we use the “querying library,” which provides methods for
performing queries directly within programs instead of writing the code corresponding to those queries.62 For querying
the data, we use SparQL, which allows users to query RDF graphs by specifying “templates” against which to compare
graph components. Data that matches or “satisfies” a template is returned from the query.63

Inference
As mentioned earlier, SANSA’s inference library provides several sets of rules, which can be used to infer new knowledge
from existing facts. In our implementation, we use the OWL-Horst reasoner, which contains a set of useful rules from
the OWL language.64 An example of a rule can be seen in Table 1. In this rule, if a property1 is defined as “inverse” of
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T A B L E 1 OWL Horst rule example.

Condition Consequence

property1 owl:inverseOf property2 instance2 prop2 instance1

instance1 prop1 instance2

another property2, and then we have an instance1 connected through property1 with an instance2, the reasoner will create
the relationship between instance2 and instance1 through property2.

We can see an example of this property applied to our ontology: we have two relationships, “has” and “from,” defined
as inverse. If we have a connection between an instance of the “user” class and an instance of the “game session” class
through property “has” (i.e., a user has a game session), the reasoner will create the relationship between “game session”
and “user” through the property “from” (i.e., game session from a user). In addition to the predefined set of rules we
use for the inference, we extend this inference by using the “Triple” class implementation provided by SANSA. Our
implementation allows for custom inferences, iterating over the triples, and creating or deleting new ones if necessary.
This way, we can create custom rules that extend the existing ones in SANSA, adapting the inference process to our specific
needs.

Querying
Querying an RDF graph is the primary method for searching, exploring, and extracting information from the underlying
RDF data.19 For querying our data, we use SparQL, which is the standard language for querying RDF data. SparQL queries
consist of three different parts: the pattern matching part, which includes various features of graph pattern matching,
such as optional parts, the union of patterns, or nesting; the solution modifiers, which allow modifying the query results
by applying operators like projection, distinct, or limit; and the output, which can be in different forms, such as yes/no
or a selection of values.65 To perform SparQL queries, SANSA implements Sparklify, a scalable software component for
efficient evaluation of SparQL queries over distributed RDF datasets. It uses a SparQL-to-SQL rewriter to translate SparQL
queries into Spark executable code.66 Thus, our metrics are developed in the form of SparQL queries, which are executed
over the RDF graph created. The use of our ontology, along with the SANSA framework and SparQL queries, enables
metric interoperability, satisfying R3. To select the metrics to implement, we focused on replicating metrics from the
current state of the art in GBA. For this purpose, we used the selection of papers from a previous systematic literature
review in the GBA area,55 carefully reviewing each paper and selecting the described metrics. We excluded calculations
over data that involved ML, deep learning (DL), and similar models/algorithms, as our focus was on metrics described in
the literature.

3.2.3 Metrics output

When querying in SANSA, SparQL takes the description as a query and returns that information as a set of bindings or
an RDF graph. In our framework, we extended this functionality, providing three different output formats:

• Text formatting: Query results are transformed into a text readable format, which can be stored as a text file or shown
via the console output.

• CSV formatting: Query results are transformed into CSV format.
• Database store: Query results are saved into a MySQL database, which enables metric persistence for later retrieval

from different applications.

3.2.4 Authentication and authorization

We have implemented both authentication and authorization processes in our framework, addressing the issues presented
in R5. Authentication is the process of identifying an entity (users) and is a prerequisite for authorization. Authorization,
or access control, is the process of determining whether an entity (a device or a user) can access specific resources.67

Specifically, we have implemented RBAC using the functionalities of the play framework.68 This allows us to restrict access
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2230 GOMEZ et al.

to specific resources based on the user’s role. In our framework, each user can log in to the system using a username and
password, and a user can have one of the following three roles:

• Admin role. Users with this role can access the entire system. They have the ability to add or remove new users, insert
new GBA data, and query metrics from any game and group.

• Instructor role. Instructors can insert new GBA data and query metrics from games and groups in which they
participate.

• Learner role. Learners are only allowed to query their own metric results.

This way, we restrict access to different groups and games data to ensure that only appropriate users can have access.
To make that possible, the system keeps a record of the games and groups related to each user (which will be the ones to
which the user has access).

3.2.5 Service API

Our service API has been developed using play framework. This scala-based solution offers an HTTP-focused framework
with numerous helpers to accelerate development, resulting in shorter iterations and faster deployments. The API sup-
ports two types of calls: retrieval calls, represented by HTTP GET methods (typically used to retrieve data from a server
at the specified resource), and insertion calls, represented by HTTP POST methods (used to send data to the API server
to create or update a resource).

Specifically, GET methods allow users to access metrics data. Generally, these methods have the following route
pattern: /api/metricName/game/group/user. By specifying the name of the metric, game, group, or user, the cor-
responding data can be accessed. Before each call, the authorization and authentication module checks that the user
authenticated has the appropriate permissions to access the requested resource. On the other hand, POST methods enable
users to insert data related to new users (if the user has an admin role), games, and GBA data. All information should be
sent in JSON format using the body of the HTTP POST method. Moreover, when inserting data, we have implemented
two different possibilities (calls), each one thought for a different purpose:

• /api/event/addAll: This call has been designed to process whole datasets containing a large number of events.
The system will process the dataset provided as soon as possible.

• /api/event/add: This call has been designed for streaming-oriented systems (e.g., students are playing the game in
the classroom, and the system sends log data in real-time). Thus, the events will be sent individually; the system will
save each event and process the whole dataset periodically.

To ensure that the system only processes new data, each time a dataset is received, the system checks the number of
events associated with each user. Only users with new events will be considered for further processing.

APIs expose data and services that consumers want to use. An API should be designed with an interface the con-
sumer can understand, and API documentation is key to the app developers comprehending the API. For documenting
our API, we have used Swagger,69 one of the most popular API documentation frameworks. It provides a standard,
language-agnostic way of defining a REST API interface, allowing the client to understand the capabilities of the REST ser-
vice without any prior access to the service implementation code or network inspection.70 The complete API specification
in Swagger can be found in Reference 59. This fulfills the requirements presented in R4.

4 PERFORMANCE EVALUATION AND CASE STUDY VALIDATION

4.1 GBA selected metrics

As previously mentioned, we thoroughly reviewed a previous systematic literature review on GBA55 to identify and repli-
cate metrics implemented in previous studies. After reviewing all the metrics, we selected the following six groups of
metrics:
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GOMEZ et al. 2231

• Levels of activity: This metric is computed for each game, group, and user. It includes straightforward metrics to
compute based on a feature engineering process, such as the active time, inactive time, number of events, and the
number of distinct types of events.

• Persistence indicators: This metric is computed for each game, group, and user. It includes the total amount of time
spent in units (levels), the number of units completed, and the maximum time spent in a single unit.

• Action indicators: This metric is computed for each game, group, and user. It includes the total amount of time spent
in the game and the frequency of events (number of events/total time).

• Event types: This metric is computed for each user and game, and it includes the number of events of each user
grouped by event type (e.g., “Complete,” “Retry,” or “Interaction”). In addition, this metric group also includes the
interaction level, defined as interaction events divided by the sum of the rest of the events.

• Funnel by user: This metric is computed for each game, group, and user. It includes the percentage of units started,
the percentage of units interacted with, and the percentage of units completed by the user. This funnel provides a quick
overview of each user and the game’s current status and progress.

• User performance: This metric is computed for each game, group, and user. It includes the percentage of success
(defined as the number of units completed divided by the number of units started) and the maximum unit reached by
the player.

These metrics have been implemented in our framework using SparQL queries. They are later used to test the system’s
performance and serve as an example in our use case validation.

4.2 Performance evaluation

In our performance evaluation, we evaluate the impact of our framework computation and analyze our approach’s scal-
ability when the dataset size increases. Specifically, we focus on examining the flexibility (how quickly our approach
processes different types of metrics) and scalability (how well our framework scales with larger RDF datasets). In the
following subsections, we present the server configuration settings, the datasets used, and our findings.

4.2.1 Experimental setup

For our experiments, we aimed to test our framework with real data. Therefore, we selected a diverse set of SGs from
various knowledge domains to evaluate the interoperability of our approach. Field Day71 is a research lab at the Wisconsin
Center for Education Research, University of Wisconsin-Madison, that designs learning games and makes their game
data publicly available. From this open game data, we selected five different SGs to use their data and test the capabilities
of our framework.

As we see in Table 2, each one of these datasets contains a total of 2M game events derived from real players’ interaction
with the games. To test the system’s scalability when increasing the size of the dataset, we partitioned each dataset into
smaller parts to have 100k, 250k, 500k, and 1M events datasets. The number of triples in our experiments varies from 1.6
to 34.8M, depending on the game and the dataset size.

T A B L E 2 Dataset sizes.

Game Size (GB) # of triples

Crystal 2.98 34,500,365

Balloon 2.87 32,665,037

Cycle carbon 2.93 33,973,329

Magnet 2.76 31,249,623

Waves 3.01 34,780,117
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2232 GOMEZ et al.

We implemented our approach using Python 3.8, Spark-3.0.1, Scala 2.12.11, Java 11, and all the data were stored on
an HDFS cluster using Hadoop 2.10.2. All experiments were conducted on a cluster of six nodes: one master and five
workers. The cluster had a total of 36 cores (six cores per worker), 112 GB RAM (32 GB for the server node, 16 GB for
each worker), and 3 TB SSD storage with a speed of 12 GB/s.

4.2.2 Performance results

We evaluate our approach using the experimental setup described in the previous section and the metrics described in
Section 4.1. We assessed the runtime of our distributed framework throughout the entire pipeline, from processing the
raw events to calculating the metrics using SparQL queries. We ran experiments on five different sizes to measure the
performance of size-up scalability. Since the ontology data processing stage is run locally, we did not include this as part
of the node scalability performance evaluation. The average execution time of this stage is shown in Table 3. Then, to
measure the performance of node scalability, we run experiments using one to five worker nodes on each of the five
dataset sizes. Since we selected data from five games, we executed each experiment using those five datasets. The average
execution time is presented in Table 4 and Figure 4.

In Table 4, we highlight the best execution time for each dataset size and stage/query in green. As we can see, the
inference time benefits from increasing the number of workers as the dataset size increases. In fact, we see that the best
execution time for 100k events is given by using two workers; meanwhile, the best execution time for 2M events is given
by using five workers. Regarding the different metrics, querying the RDF triples also benefits from increasing the number
of workers. However, in most cases, the best performance is achieved using four workers, except for some specific metrics
with 1 and 2M events, which show better performance using five workers. In addition, we also see that the one worker
cluster fails to process the 2M events dataset due to working memory errors.

As we can observe in Figure 5, the execution time grows linearly when the size of the datasets increases, demon-
strating the scalability of our approach when using three or more workers. Furthermore, the query execution time
varies depending on the metric being computed. For instance, with a dataset of 2M events, the framework can com-
pute the “action indicators” metric in an average of 13.6 s, while the “event types” metric takes an average of 203.8 s
to calculate. This discrepancy is due to the different SparQL queries designed for each metric, as they involve differ-
ent types of operations. Taking the same example as before, the “action indicators” metric uses simple filtering and
aggregation operations. In contrast, the “event types” metric uses several join operations, significantly increasing the
computational cost.

The total execution time for each experiment is shown in Figure 4. When using smaller datasets, we can see that the
performance improvement when using more workers could be more remarkable. However, with four and five workers,
performance slightly decreases. For instance, when computing a 100k events file, the average execution time increases
from 180.6 s using two workers to 199.8 s using five workers. With larger datasets (1 and 2M events), there is a perfor-
mance improvement when using three and four workers, but the impact of using five workers is not significant. For the
1M events experiments, we obtain an average execution time of 1047.8 s using four workers and an average of 1070.6
s using five workers. When computing 2M events, if we compare the two workers configuration and the four work-
ers configuration, the average execution time is 69% lower using four workers. With these results, combined with the
fact that most of the lowest query execution times were given by the four workers cluster, we can affirm that using
this configuration is the best option to obtain better performance and save the resources required by an additional
worker node.

T A B L E 3 Ontology data processing execution time.

# Events Ontology data processing time (s) (mean)

100k 80.2

250k 271

500k 762.4

1M 2112.8

2M 4017
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GOMEZ et al. 2233

T A B L E 4 Performance analysis on large-scale GBA datasets.

Runtime (s) (mean)

# Events # Workers Inference
Levels of
activity Persistence

Activity
indicators

Event
types

Funnel by
user

User
performance

100k 1 92 20 16.2 8.2 51.6 22.4 10.6

2 83.4 15 10.6 6 41.6 16.8 7.2

3 86.4 15 10.6 6 41.6 16.8 7.2

4 97.4 13.8 8.4 5.2 37.4 16.2 5

5 103.2 15.8 10.2 5.2 40.4 17.8 7.2

250k 1 287.4 27.4 20.8 11.6 71.8 34.6 14.8

2 216.8 16.6 12.4 7.2 49.6 26 9.6

3 202 15.2 9.8 6.4 44.4 23.6 7.6

4 223.4 15 9 5.4 41.4 23.8 7.2

5 248 17.6 12.6 7 44.6 29.8 8.6

500k 1 744.8 37.8 26 13.2 110 50 21.2

2 503 27.6 15.8 9 70.6 34.8 11.6

3 404.6 24.2 13.8 9.2 66.2 41.2 10

4 437 23 10.4 9.6 54.2 38 8.6

5 433.8 23.2 13.2 10.6 57.6 43 9.8

1M 1 1249.8 60 33.4 19.2 218 78.6 30.8

2 902.2 38 20 14.2 151 47.8 16

3 812.4 31.4 18.6 16.2 149.8 45.2 15.6

4 788.8 33.4 17.2 11.6 144 41.6 11.2

5 807 32.6 18.4 11.4 149.4 40.8 11

2M 1 FAIL

2 2803 63.8 33.2 16.4 231.6 140.6 25.6

3 1940.6 55.8 28.2 14.8 218.6 132.2 22

4 1532.8 51.8 24.2 13.6 203.8 123.2 16.8

5 1522.6 56.6 29.6 14.6 215 119.4 19

100k 250k 500k 1M 2M

F I G U R E 4 Size and worker scalability analysis.
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2234 GOMEZ et al.

500k 1M 1.5M 2M

1 2 3 4 5

(A)

1 2 3 4 5

500k 1M 1.5M 2M

(B)

F I G U R E 5 Scalability analysis. (A) Inference execution time per number of events and workers. (B) Metric execution time per number
of events and workers.

4.3 Case study validation

In this section, we present a case study with two use cases to exemplify how our framework and metrics can be applied
in a real context. First, we conducted a use case by designing and implementing a dashboard that utilizes the analyzed
and transformed data in the form of metrics, which can be consumed through visualizations. Second, we implemented a
learner report system that enables instructors to easily track their learners’ progress over time. The use cases performed
show how, using the API, we provide a straightforward interface that can be used from almost any device, meeting R4
and using the results from meeting the rest of Requirements.

4.3.1 Use case: Dashboard

In this first use case, we introduce a visualization dashboard system that leverages the data analyzed and transformed
into metrics by our framework. This dashboard utilizes specific API calls to input new data into the system or retrieve
existing metrics from different games and groups. It enables (1) instructors to monitor learners’ interactions with games,
adapting their interventions based on these insights or using the metrics for formative evaluation, and (2) learners to
track their own game-related activity. The dashboard aligns with the different roles defined within the framework. We
developed the dashboard using the Shiny framework in R and deployed it on the ShinyApps web server.

In Figure 6, we can see the dashboard running live on the ShinyApps server. Users can log into the system using a
username and a password. Each user will have different permissions and functionalities depending on the credentials
used, complying with R5. For example, instructors and administrators can upload new GBA data in the “file upload” tab.
Users can also navigate through the available tabs to upload new data or query the different metric results calculated.

Finally, we can see how the dashboard fully benefits the interoperability between games and metrics. The user can use
selection boxes to choose between games and groups, and also between users depending on the granularity of the metric.
That way, when a game is selected among the available options, the system loads the existing groups for that specific game
in the corresponding selection box. When a group is selected, the system loads the existing users for that specific group.
Once all the selection boxes for that metric tab are filled with a choice, the system queries the necessary information and
represents it using interactive visualizations, as shown in Figure 6A,B.

4.3.2 Use case: Reports

This second use case consists of a learner report summarizing the learners’ progress using different games. The report
is automatically generated using RMarkdown and outputs a PDF or HTML file that is sent to instructors periodically
(the frequency in which the reports are generated can be adjusted in the system). Regarding the connection with the
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(A) (B)

F I G U R E 6 Screenshots of the dashboard developed. (A) Game and group selection box in funnel by puzzle metric. (B) Game, group
and user selection box in levels of activity metric.

framework, our report system uses specific query API calls, and the retrieved results are then employed to build the
different parts of the report. For this specific example, we selected an instructor that has access to two different games:
EARTHQUAKE and MAGNET, and specifically to the “MainGroup” data of each game. Some examples of information
that these reports include are shown in Figure 7. Specifically, in Figure 7A we can see the first part of the report. Here, we
see a group summary for each game, including some key metrics such as the total active time in seconds, the total number
of units started, the total number of units completed, or the units that have been more problematic for learners. Then, in
Figure 7B, we can see an individual report for each learner, also showing similar key metrics; and finally, in Figure 7C,
a plot showing the learners’ persistence. In this plot, each bubble represents a different learner, the x-axis represents
the number of attempted units, and the size of each bubble represents the number of completed units. Moreover, the
y-axis represents the average persistence percentile, so more persistent learners will be at the top of the plot. This report
provides an easy way to monitor groups and learners while playing different games, allowing instructors to perform quick
assessments based on different metrics calculated automatically using learners’ data.

5 DISCUSSION

SGs are considered practical tools in multiple domains. In particular, it is believed that its use for assessment (GBA) will be
an increasing part of testing programs in future generations. This is due to their promising possibilities for more valid and
reliable measurement of learners’ skills compared to traditional assessment methods, such as paper-and-pencil tests.72

However, the time and cost-intensive process of developing digital learning or assessment environments restricts the
practical implementation of GBAs. Furthermore, the limited interoperability of assessment and tracking systems across
different platforms presents a critical constraint in this area.73 Our approach addresses these limitations by developing a
framework that incorporates an intermediate semantic layer to enable interoperable GBAs. By utilizing an ontology as a
common knowledge model, our framework can integrate log events from diverse games into a unified data model. This,
combined with the use of interoperable RDF metrics, promotes standardization in the field and facilitates the utilization
of numerous games, each designed for specific purposes, knowledge domains, and target participants.

Another known constraint in the area is the use of small data sample sizes. Generally, sample sizes used in GBA studies
are pretty limited in size, resulting in low statistical power and a reduced chance of detecting actual effects.53,74 Although
collecting large samples of in-context data is a challenging task,55 future research should use larger data samples in order
to improve the results generalization and validity. This would also enable the use of more complex techniques, such
as neural networks, which often require large amounts of data to outperform other models. Our contribution involves
leveraging big data technologies to efficiently process large quantities of GBA data. Using a cluster of four worker nodes,
our framework can process 2M events (including the computation of the six different metrics) in an average of 6434 s
(107.2 min). We estimated that each user produces approximately 512 game events/hour based on fifteen different datasets
from our experiments. Considering a classroom of 25 learners using a game for one hour/week, it would result in 51,200
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(A)

(C)

(B)

F I G U R E 7 Learners’ report screenshots. (A) Group summary. (B) General student report. (C) General learners report.

events per class and month. This implies that our framework can process data from approximately 39 full classrooms
for an entire month in just 107.2 min. Additionally, our approach supports streaming data, as log events are received
individually, allowing for real-time processing and just-in-time feedback. Since only new events are considered in each
processing iteration, the data size processed is significantly reduced.

In-game metrics are necessary and essential, but we have to choose the most appropriate ones depending on each
project. The most used metrics everywhere in any platform are performance metrics.75 However, beyond performance,
we can obtain further insights from the analysis of learner-generated information. Actions and behaviors should be
convertible into metrics to identify learners’ individual characteristics (including behaviors, performance, or skills) and
learner-generated game data (e.g., time spent, goals, tasks completed).52,76 After reviewing previous GBA literature, we
found a set of commonly used metrics to replicate in our system. As mentioned earlier, one challenge is that these metrics
and indicators are typically designed and developed specifically for each game. In this study, we have successfully repli-
cated and integrated all of these previously established metrics into our framework, showing the interoperability between
different games and excellent performance using large-scale datasets. For example, the “levels of activity” metric takes an
average of 51.8 s to compute using 2M events, and the metric “user performance” takes an average of only 16.8 s using the
same number of events. This achievement is made possible through the querying module, which translates SparQL code
into Spark executable code, enabling the creation of interoperable metrics that measure not only performance-related
characteristics but also other types of skills and behaviors. For example, we could apply clustering techniques to identify
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distinct student behaviors by utilizing SparQL code to collect student features, followed by employing the ML module
provided by SANSA.

Typically, GBA systems develop their own interfaces to interact with external data sources. In our system, we have
integrated a service API, which allows for easy insertion and retrieval of data, facilitating the interaction of various sources
with our framework. One of the main advantages of our approach is its simplicity and ease of use. By integrating the API,
users can easily build applications that connect to the framework and access its capabilities. This approach offers a number
of benefits, including the ability to scale the service to meet the demands of a large number of users, the ability to easily
update and maintain the service, and the ability to offer a seamless user experience across different devices. Overall, the
integration of an API into a framework is a key enabler for the GBAaaS paradigm and offers a number of advantages for
both GBA researchers and users. One potential limitation is the risk of external users accessing confidential information.
To address this concern, we have developed an authorization and authentication module that controls access to each
resource, ensuring maximum user data privacy.

This work also has some limitations: first, although we have defined an ontology with terms and concepts that
almost any log data from the area should have, there is still a manual process of adapting the GBA data to our ontol-
ogy to meet the input’s requirements. Future researchers could take into account the ontology in the collected data
design to skip this manual step. Second, the ontology processing data stage is run locally, which does not allow to take
full advantage of the possibilities and performance that distributed-systems have. In addition, our framework (with the
current configuration described in Section 4.2.1) cannot compute datasets with more than 3M events in a single batch
due to working memory limitations. However, the system can solve this increasing resources or by splitting those files
into smaller chunks and processing them sequentially. Finally, the system supports ML techniques but does not sup-
port more complex methods, such as knowledge inference or DL, which are also common in the GBA field.52 Using
these methods could help infer more helpful information from learners’ data and improve the results’ validity and
reliability.

6 CONCLUSIONS AND FUTURE WORK

This research aimed to create a robust novel framework for enabling GBAaaS using ontologies and big data technologies.
Moreover, we demonstrated its capabilities by replicating existing metrics in GBA literature and conducting a case study
with two use cases to show how external users can consume the system as a service. We also conducted a performance
evaluation using different cluster configurations, concluding that using a cluster of one master node and four worker
nodes was the best option in terms of resource management and performance. This cluster configuration was capable of
processing 2M user events (approximately the size of 39 classrooms using a game for one hour/week for one month) in
an average of 107.2 min.

As part of our future work, we want to validate our approach by conducting case studies in which the framework
will be used in real-time, collecting data from learners and instructors, and validating the data streaming functionality
implemented. Moreover, we would like to continue developing new GBA metrics that could use more advanced tech-
niques, such as ML algorithms. Additionally, DL models could also be developed to test their predictive performance for
inferring students’ knowledge using existing data. Despite all the benefits that the application of ML and DL could have,
most non-technical users perceive them as “black boxes.” In this regard, future work should address the use of eXplain-
able Artificial Intelligence (XAI) approaches, enabling non-technical users (such as teachers) to interpret AI-generated
insights and recommendations, empowering them to make informed decisions. Finally, we plan to integrate the ontology
data processing stage (which is currently running locally) into the distributed environment to take full advantage of the
cluster capabilities and obtain even better performance results. Future work could also address the deployment of the
service in the cloud. Data and applications hosted on the cloud allow businesses to be more responsive and adaptable,
becoming more efficient, strategic, and insight-driven.77 Additionally, the use of fog computing could also be introduced
in our platform, extending cloud computing due to its low latency, energy efficiency and the reduction in bandwidth
required for data transport.77

This research contributes significantly to the current state of the art, including a completely novel framework that
enables interoperable GBAs using large-scale data, privacy management, and easy interaction from external sources. We
expect our contributions to solve current limitations regarding GBA interoperability, reducing the cost and effort that
designing and performing specific GBAs have and allowing the deployment of GBAaaS.
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