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A B S T R A C T

In this research, we introduce a novel open-source labeling tool, the Game-Based Assessment (GBA) Labeling
Tool, specifically designed to address current challenges for data labeling in GBA scenarios. This web-based
application facilitates the annotation of audio, video, and game event data, offering three different types of
annotations – global, time instant, and time window annotations – to enhance accuracy in the labeling process.
The tool also offers customizable labels and various types of visualizations to support different contexts and
scenarios.
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. Motivation and significance

Modern technologies are having a significant impact on every indus-
ry, including gaming and education [1]. Serious Games (SGs), which
re designed specifically for purposes other than or in addition to pure
ntertainment [2], have gained significant attention in recent years.
n particular, SGs are being explored for their potential to provide
ore valid assessments compared to traditional assessment approaches.
ame-Based Assessment (GBA) has been increasingly used in various
omains such as education, health, military, and industry [3]. With
he growing popularity and adoption of GBA, there has also been

significant increase in the quantity of data generated from user
nteraction.

∗ Corresponding author.
E-mail address: manueljesus.gomezm@um.es (Manuel J. Gomez).

Data collected for SGs and assessment research covers diverse mea-
surements, including performance skills and behavioral factors relevant
to both the process and outcomes [4]. Usually, various data types are
collected, including audio recordings, video captures, and game event
data from players’ interaction with games. In this regard, labeled data
plays a crucial role in the development of models and algorithms that
enable researchers to gain deeper insights into learners’ behaviors,
engagement, and performance [5]. However, the process of data label-
ing is time-consuming and challenging. In many real-world scenarios,
large-scale labeled datasets can be very costly to acquire, specially
when expert annotators are required [6]. As datasets for training and
testing of algorithms get increasingly larger, there is a need for efficient
and user-friendly solutions to facilitate the annotation of multimedia
data [7].
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In the context of GBA, where large quantities of data are col-
lected, the lack of standardized tools and methodologies for data label-
ing raises significant challenges. Researchers usually employ primitive
methods such as Excel worksheets or manual annotations, and the
existing multi-functional labeling tools are too general to be used
with GBA data. Wang et al. [8] reported the very limited existence
of labeled datasets in many real-world scenarios, and specially in
education. They also noted that labels are often annotated by multiple
workers with different expertise, leading to noise and inconsistency.
Although we identified that many previous SGs studies have applied AI
models/techniques [9,10], the majority of these studies heavily rely on
automatically labeled data derived from in-game measures or statistics.
Therefore, we note that human-labeled data is often underutilized, po-
tentially due to the considerable time and economic resources required
for its acquisition.

With this tool, we aim to address existing challenges associated
with data annotation in GBA by developing a web-based open-source
tool specifically designed for GBA data annotation. By integrating the
possibility of labeling audio, video, and game-event data in the same
tool, we provide researchers with a flexible and efficient solution
for labeling various types of multimedia data. It provides different
annotation types (global, time instant and time window annotations)
and different ways of visualizing the same data. In addition, the tool’s
interface and workflow optimize the annotation process, potentially
reducing inconsistencies between annotations and users’ interpreta-
tions. By developing this tool, we contribute to the GBA literature and
enhance the potential for leveraging multimedia data for educational
research and assessment.

A comparative analysis with already existing tools in the literature
reveals the unique features and enhancements of our tool. Zhang
et al. [11] developed a conceptual framework for data labeling, and
Da Silva et al. [7] presented an open source multipurpose tool for
the annotation of multimedia datasets with collaborative annotation
capabilities. While this multipurpose tool offers versatility in accepting
images, audio, point cloud, and general signals, our tool stands out
with its specialization in integrating game event data and providing
an automatic feature report specifically designed for GBA scenarios.
In addition, our tool allows to directly incorporate Unity projects
into the environment, a capability challenging to achieve with generic
annotation tools. Moreover, the Videojot tool [12] focuses on the an-
notation of video streams by combining zoom, drawing, and temporal
social bookmarking, meanwhile Palotai’s tool [13] emphasizes ML-
based event recognition in video data to enable automated annotation.
In contrast, our tool emphasizes manual annotation with customizable
labels tailored for GBA scenarios, while also accepting multimedia data.
Furthermore, Philbrick’s RIL-Contour [14] is specifically designed for
medical imaging datasets and promotes collaborative annotation by
supporting concurrent multiuser workflows. While existing tools offer
versatility, they lack specialized features required for effective labeling
in GBA scenarios. Our tool addresses the specific needs of GBA research,
enhancing the efficiency and accuracy of the data labeling process, and
setting it apart from other generic or context-specific tools.

2. Software description

2.1. Software architecture

We have built the ‘‘GBA Labeling Tool’’ as a web application built
using the Django framework. Our tool is developed as a server-side
web application, providing robust and scalable capabilities. Users can
access our tool using any web browser, making it easily accessible
and compatible with any platform. In Fig. 1 we can see the complete
platform’s architecture.

Django is a web framework that uses Python for building very
fast dynamic websites. It implements advanced security measures, in-
cluding SQL injection prevention and data validation [15]. Django’s

architecture is inherently scalable, enabling web applications to expand
without causing any disruptions to their functioning and the flow of
traffic [15]. Django offers scalability and speed optimization capabili-
ties such as caching, load balancing, or horizontal scaling, making it an
ideal choice for addressing these difficulties. Considering that the GBA
Labeling Tool is expected to be used by a relatively small numbers of
users concurrently, Django’s scalability features align perfectly with our
needs.

We employ the SQLite embedded database, ideal for most low to
medium traffic applications, supporting tens of thousands of transac-
tions per second and offering faster blob data processing compared to
file systems [16]. The combination of SQLite’s efficiency and Django’s
capabilities for improving performance of database queries ensures
our tool can efficiently handle large datasets while maintaining re-
sponsiveness. Next, we present the different modules that form the
architecture.

2.2. Data input

Users can upload audio, video, and game event data. Each individual
replay must be linked to a game, user group (e.g., a classroom), and
a user. If these details are not included along with the replays, the
platform will use the default game, group, and/or user.

Multimedia data (audio and video) are directly stored as replays in
the database. Regarding gameplay data, the tool incorporates a custom
parser to transform the raw data, which can be received in multiple
formats such as CSV (Comma-Separated Values) or JSON (JavaScript
Object Notation), into a different format for further processing and
visualization. Our parser maps every individual event in the log file
into an event instance in the database. This event model includes
essential information such as the timestamp, event type, and user-
related details. In addition, our backend includes a feature computing
module that analyzes the data by iterating through each individual
event and calculates a set of useful features to add context to the labeled
replay. There are two types of features: context features, related to the
user up to that point in the gameplay, and attempt features, which are
specific to that particular attempt. These features include information
like the active and inactive time (in seconds), the number of completed
levels, or a specific count of events.

2.3. Customization

Gameplay data can be fully customized by the user. The first cus-
tomization option is event naming. Typically, event names defined by
the original event model are lengthy or hard to read. By customizing
each event’s name, annotators can create more readable replays and
make the annotation process more efficient.

Annotators can also define new types of events by combining exist-
ing ones along with a set of regular expression operators. Fig. 2 shows
the ‘‘Custom events definition’’ page. On the left column of the page
we can find the ‘‘items list’’, which includes the original events from a
specific game, as well as a wildcard event (Any). On the right column,
three operators are available: ? matches the preceding event zero or
one time; * matches anything in place of the *; and + matches the
preceding event one or more times. To use these operators effectively
and avoid errors or potential infinite loops, users should have some
knowledge of regular expressions. The user can drag any of the items
on the columns into the center box and combine them to create new
events to be shown in textual replays. For instance, Fig. 2 shows the
custom events definition interface, where a user is defining an event
called NFLAPS as ‘‘(FLAP)+’’. This means that any sequence of one or
more FLAP events will be replaced by the new custom event. By using
custom events, annotators can adapt the replays to their specific needs,
2
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Fig. 1. Platform’s architecture.

2.4. Visualization

The three different data formats result in four types of replays:
audio, video, in-game, and text replays. When the user selects a specific
replay, the tool loads the replay file to visualize it. For instance, in
Fig. 3 we can see an audio replay, which is represented as waveforms.

We can visualize game event data in two different ways. Since log
data is parsed and stored in the database, we can use the game engine
itself to visualize the replay if the game allows it. In the example
shown in 4(a), we use Shadowspect, a 3D geometry game designed
as a formative assessment tool to measure math core standards [17].
The tool includes a set of templates that offer integration with Unity
WebGL applications, simplifying the process for users to incorporate
their projects into the tool environment.

Secondly, we can generate a textual (‘‘pretty-printed’’) representa-
tion using the original events generated by the users’ interaction with
the games. In this example shown in Fig. 4(b), we can observe the
game’s start, the number of level attempts, each action’s timestamp
relative to the previous action, and the final outcome (completed or
not). In both log data visualizations, features previously computed are
incorporated in the right column. This data enrichment helps to provide
a more informative and detailed understanding of replays.

In the text replay visualization interface, three different buttons
located in the lower right corner offer annotators even more options
to customize their data. The Collapse/Uncollapse events button allows
merging consecutive identical actions, showing the number of times
that the action has been performed consecutively. The Replace custom
events button allows to replace the original events with their previously

defined custom events. Finally, the Text/Visual mode button allows
users to create a plot using the log data to visually represent the events.
For each replay, two plots are available: one generated with the original
events and another generated using custom events. In Fig. 5 we can see
an example of a plot generated using custom events and the same replay
as in Fig. 4(b).

2.5. Annotations

In our tool, an annotation (or tag) is defined as the relationship
between a user (annotator), a replay, a label, a value, a time interval,
and a type of annotation. First, global annotations refer to the entire
duration of the replay, indicating that a specific label value has been de-
tected throughout the entire replay. Second, time instant annotations
refer to a single point in time, indicating that a specific label value has
been detected at a particular moment during the replay. Finally, time
window annotations refer to a time interval (start and end) between
the replay’s beginning and end.

When adding a time instant annotation to an audio or video replay,
the tool will automatically assign the time instant to the moment
displayed in the media player, as shown in Fig. 6(a). Moreover, when
the user wants to add a time window annotation in an audio or video
replay, they need to set the start and end of the time window using
the respective buttons. For time instant annotations in a textual replay,
a dropdown menu is available to select the event the user wants to
annotate. Once selected, the tool assigns the global timestamp associ-
ated with that event to the annotation. Fig. 6(b) shows the annotation
interface in a text replay when adding a time window annotation. We
3
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Fig. 2. Custom events definition page.

Fig. 3. Audio replay visualization.

can see a dropdown menu to select the type of annotation, event, label,
and value, and two additional buttons to set the time window beginning
and end.

2.6. Data export

Users can export their annotated data at any time using the Export
button available in the game, group, and user selection menus. The tool
allows exporting data from all games or filtering data for specific games
or groups. Two export formats are available: JSON and CSV, providing
flexibility for users to choose the standard format that best suits their
needs.

1 {
2 " label " : " Creativity " ,
3 " typeTag " : " TimeWindow " ,

4 " value " : " Creative " ,
5 " annotationTime " : 7.4,
6 " finalAnnotationTime " : 131.57,
7 " game " : " BALLOON " ,
8 " user " : 21090508420934984,
9 " level " : " BALLOON-0 " ,

10 " group " : " MainGroup "
11 },...

Listing 1: Example of one of the JSON files generated by the export
option.

Listing 1 shows a fragment of a JSON file generated by the export
utility. As we can see, the JSON file contains all the information for
each annotation added, including the type of tag, value, game, or level.
4
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Fig. 4. Log data visualizations.

3. Illustrative examples

To facilitate the reader’s understanding and visualization, we have
created a complementary video (https://youtu.be/szOU9HL1QB0) that
demonstrates how a user would label game event data. Specifically,
the user in this example aims to label the persistence competence by
visualizing game replays from a game called Crystal.

First, the user begins by creating an alias for different game events
and defining a custom event named ‘‘NRELEASES’’, defined as one
or more MOLECULERELEASE events. Then, the user proceeds to la-
bel different replays by visualizing the game event data, collapsing
events, replacing custom events, and plotting the data to obtain a
better overview of each replay. Once the labeling process is complete,
the video shows how the user exports the data into CSV format for
downloading.

In addition, we have created another complementary video (https:
//youtu.be/XhGKdZfutOk) that provides a complete overview of the
tool, including the use of audio, video, and game event data, as well as
different annotation types.

4. Impact

The expected impacts of our tool primarily include the rise in
adoption of multimedia and gameplay data labeling methodologies
within GBA research. This tool is the first designed to meet specific
requirements for annotating datasets in GBA scenarios, offering novel
capabilities not found in existing annotation tools. We believe it can
be applied in diverse GBA environments due to its versatility and
adaptability to different types of multimedia data. This open-source tool
contributes to the standardization of methodologies in GBA research,
facilitating collaboration between researchers and the validation and
comparison of results across studies.

One potential advantage is the reduction of annotation time, as the
tool provides a user-friendly interface with customizable labeling op-
tions, helping practitioners to label data more efficiently. Moreover, the
tool can contribute to higher consistency between annotations through
predefined annotation types, labels, and values. Although using this
labeling tool helps to optimize the annotation workflow, limitations
still exist, as relying on manual annotations often results in noise and
inconsistencies due to differences in annotators’ interpretations of data
and labeling criteria. However, by combining the strengths of our
tool with training and consistency measures, researchers can mitigate
5
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Fig. 5. Plot visualization using log data.

Fig. 6. Screenshots of the annotation interface in the tool.

potential issues and ensure the reliability of the annotated data. More-
over, exploring AI-assisted labeling techniques can help enhance the
efficiency and accuracy of the annotation process, as well as enable
the annotation of more complex and larger datasets.

Furthermore, the integration of annotated datasets with common
analysis tools in the field allow researchers to conduct more complex
analysis and gain deeper insights. There are several tools that are
often used for statistical analysis and data visualization in educational
research, such as RapidMiner, Orange, SPSS, and different packages in
Python like Scikit-learn or NumPy [18,19]. Researchers can benefit from
these tools and explore different correlations and patterns between
game event data and learning outcomes, as well as apply sophisticated
algorithms for predictive modeling or clustering, helping to advance
the understanding of the impact of game-based learning on educational
outcomes.

5. Conclusions

In this research, we introduce an open-source tool to address ex-
isting challenges in GBA data labeling. Our tool supports labeling of
audio, video, and game event data, with a custom parser that integrates
game event data to facilitate the analysis of gameplay performance and
patterns. This includes a summary of game event data, as well as the
possibility to define custom events by combining existing ones along
with a set of regular expression operators. Moreover, users can employ

three annotation types and customize labels and values to meet the
unique requirements of GBA scenarios. Additionally, the integration
with Unity WebGL applications simplifies the process for users to
incorporate their Unity projects into the labeling tool environment.
Finally, users can export their labeled data in both CSV and JSON
formats, facilitating data sharing and analysis.

The illustrative example demonstrates the practical potential of the
proposed tool, and the open-source repository includes dataset samples
that enable straightforward use of the tool. While our tool can help to
optimize and standardize the annotation process, ensuring consistency
among annotators may still require training and control. We plan
to incorporate collaborative annotation features, such as calculating
agreement between annotators, to reduce noisy data and improve
annotations by identifying discrepancies. Furthermore, we plan to ex-
plore the integration of AI-assisted labeling techniques to enhance
the efficiency and accuracy of the annotation process. This would
help not only to reduce dependency on manual annotation but also
to reduce noise between different annotators by providing automated
assistance in the annotation process. Finally, to validate and enhance
the tool’s usability and accessibility, we plan to explore user feedback
and conduct empirical usability studies, ensuring its accessibility to a
wider audience and further validating its usability.
6
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